Brownian motion and Stochastic Calculus
Dylan Possamai

Assignment 0—solutions

Exercise 1

Let X;, i € N be i.i.d. with X; ~ N (0,0?) for some 02 > 0. Let us define Yy = 1 and

n 2
Y, =exp (ZXi —n02> , neN
i=1

1) Show that (Y,,), is a martingale.

2) Snow that Y,, — 0, P—a.s. for n — oc.

)
)
3) Is the process (Y;,), uniformly integrable? Why/why not?

4) Assume now that X; ~ N(u, 0?) for some p € R. For which values of (11, 0%) € R x (0, 00) does point 2) still hold?

1) (Y,.), is clearly adapted and integrable since X;,i € N, are normally distributed. We verify the
martingale property. Let us fix ne N, n>2:

exp (ZX (n+1) ;) exp (Xnq1) | F, ] = exp (ZX (n+1) ;) E [exp (Xn41) |Fy |
o2 o2 o2
= exp <ZX )Eexp( nt+1) = €xp (ZX )exp( 5 > =Y, P-as..

The case n =1 can be verified analogously.

- o2 1 — o?
Y, = exp ZXifng =exp|n ﬁZX,;fg , neN.
i=1 i=1

The SLLN yields %E?:1 X; — 0 P-a.s.. The result then follows immediately.

[ n+1’]:

2) We have

3) Uniform integrability and convergence P-almost surely to 0 would imply convergence in L! to 0.
However, this does not hold true since E|Y,,| =1 for any n € NU {0}.

4) We can write

" o2 1 « o?
Y, = exp ZXian =exp|n nZ(Xiu)<2u> , neN.

Using the same argument, we see that Y,, — 0, P—a.s. holds if u < 02/2.

Exercise 2

Let (92, F,P) be a probability space with a (discrete) filtration F = (F,,n € NU {0}). Let 7,, be a stopping time for
every n € N. Which of the following are always stopping times?

1) sup,cy Tn-



2) inf,en Th.

We have
{suan < m} = ﬂ {tn <m}eF,, meN

neN neN
Similarly,

{inanSm}: U{Tngm}efm, m € N.

€N
" neN

Hence, both variables are stopping times.

Let us emphasize that the infimum of stopping times is, in general, NOT a stopping time in continuous-
time setting.

Exercise 3

(i.e., (Sp)n is a simple symmetric random walk.) Let us have two finite constants A € Z, A < 0 and B € Z, B > 0 and
let us set

T$,[B,00) = inf {n € N: S,, > B},
TS,(A,B)C = mf{n eN: Sn ¢ (A,B)}

You may assume (without having to prove it) that 7g 5 ) < co and Ts,(A,B)c < 00 P-as..

1) Show that it doesn’t hold ESy = ES.

TS,[B,c0) "

2) Recall the statement of optional sampling theorem.

4) Show that 0 = ESy = ES,;

S,(A,B)C "

)
)
3) Why can’t we use optional sampling theorem for point 1.)?
)
)

5) Compute P(S.

Ts,(A,B)C

= A) and P(S

Ts,(A,B)C

- B).

1) We clearly have that ES; = 0 and, since 75[p,.) < 00, we have S = B, P-a.s.. Therefore,

TS,[B,00)
ES — B+40=ES,.

TS,[B,0)

2) and 3) : It is clear that the assumptions of optional sampling theorem are never satisfied. The process
(Sn)n is not UI and the stopping time 75 g o) (though being finite P-a.s.) is not bounded.

4) The stopped process (5, » is bounded and hence uniformly integrable. It follows from optional

stopping theorem that

/\TS.(A,B)C)

0=ES, =ES, n € N.

ATs,(a,B)C?

Passing to the limit as n — oo and using the DCT (exploiting again that (S,L/\TS (A B)c)” is bounded) yields

0= ]ES() = ESTS7(A7B)C.



5) The previous gives (recall that 75 4 p)c < oo, P—a.s.)

0= ]ESO = ESTS,(A,B)C =A- P(S

Ts,(A,B)C Ts,(A,B)C

—A)+B- [14?(5

It follows that

and

Exercise 4

Recall martingale convergence theorems and martingale inequalities.



